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Abstract Immunoproteasome subunit LMP7 is an

important target for development of various novel thera-

peutic agents. In the present study, we examined the

detailed binding structures and free energies for a prom-

ising series of non-covalent inhibitors interacting with

LMP7 by carrying out homology modeling, molecular

docking, molecular dynamics (MD) simulations, binding

free energy calculations, and binding energy decomposi-

tions. The obtained protein-inhibitor binding structures and

energetic results have revealed some interesting structural

features of the non-covalent inhibitors binding with the

LMP7 subunit and valuable insights into the factors

affecting the activity of these non-covalent inhibitors.

Based on the MD-simulated protein–ligand binding struc-

tures, the calculated binding free energies are in good

agreement with the experimental activity data for all of the

inhibitors examined, which suggests that the computational

protocol and the obtained structural insights are reasonable.

The obtained computational insights, along with the bind-

ing free energy calculation protocol tested in this study, are

expected to be valuable for rational design of new, more

potent non-covalent inhibitors of LMP7.
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1 Introduction

The 20S proteasome contains the catalytic subunits b5, b1,

and b2 accounting for chymotrypsin-like, caspase-like, and

trypsin-like activities. This protein plays a major role in the

regulation of essential cellular processes such as transcrip-

tion, cell cycle progression, differentiation, and inflamma-

tory responses [1–3]. The 20S proteasome is composed of 28

subunits arranged in four homoheptameric rings (two outer a
rings and two inner b rings) that form a cylindrical structure

with two-fold axial symmetry [4]. There are seven different

subunits in each ring and it is organized as a7b7b7a7. Each

of the two b rings contains the three catalytic subunits (b5,

b1, and b2) with distinct substrate specificities and activi-

ties. Figure 1 shows the relative positions of the 28 subunits

in the mammalian 20S proteasome (PDB code 1IRU) from

both the top and side views.

Another form of the 20S proteasome is immunoprotea-

some expressed in cells of hematopoietic origin, particularly

in lymphocytes and monocytes. It is an alternative form of

the proteasome present in all eukaryotic cells. In the immuno-

proteasome, the three catalytic subunits are encoded by

homologous genes that code for the low-molecular mass

polypeptide-7 (LMP7/b5i), LMP2/b1i, and multicatalytic

endopeptidase complex subunit-1 (MECL-1/b2i) that

replace the constitutive proteasome b5, b1, and b2 subunits,

respectively [5]. The immunoproteasome catalytic subunits
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can also be induced in non-hematopoietic cells following

exposure to inflammatory cytokines such as interferon-c
(IFN-c) and tumor necrosis factor-a (TNF-a) [6].

It has been reported that immunoproteasome is involved

in the generation of antigenic peptides for class I major

histocompatibility complexes (MHC-I) [7] and the function

for the immunoproteasome in cytokine production has also

been described by a selective inhibitor of LMP7, i.e., PR-

957, the first LMP7-selective inhibitor which forms two

covalent bonds with the protein. It was revealed that

selective inhibition of LMP7 subunit blocked production of

cytokine (such as interleukin-23, interferon-c, and inter-

leukin-2) and provides a therapeutic rationale in autoim-

mune disorders such as rheumatoid arthritis [8].

So far, a number of small-molecule inhibitors of the

proteasomes have been developed for use as molecular

probes of proteasome function and potential therapeutics [9,

10]. Most of the known inhibitors form pseudo-covalent or

irreversible covalent bonds with N-terminal residue Thr1 of

the active site and have been found to induce apoptosis and

cell death [11–13], such as peptide aldehydes, peptide bor-

onates, lactacystin and derivatives, peptide vinyl sulfones,

and peptide expoxyketones, etc. [10]. Moreover, most of the

known proteasome inhibitors, including bortezomib/PS-

341, inhibit both proteasome chymotrypsin-like activities

(b5 and LMP7) [14–16] and have considerable toxicities that

probably limit their clinical use in chronic inflammatory

disease [17, 18]. Bortezomib/PS-341 is the dipeptide boronic

acid bortezomib in clinical use for the treatment of multiple

myeloma [19] and refractory mantle cell lymphoma [20] and

is being evaluated for the treatment of other malignancies

[21]. Recently, a new series of non-covalently capped pep-

tide inhibitors were characterized, showing that these com-

pounds can potently inhibit LMP7 [22]. It is interesting for

rational design of more potent LMP7 inhibitors to

understand the more detailed protein-inhibitor interactions

and explore the structure–activity correction for this unique

series of inhibitors for their binding with LMP7.

Currently, X-ray crystal structures are available for

constitutive (regular) proteasome, but not for immunopro-

teasome. The X-ray structure of constitutive proteasome

shows that the binding cavity in catalytic subunits is usu-

ally formed between two proteasome subunits [23]. For

example, the binding site for chymotrypsin-like activity is

formed by association of b5 and b6 subunits [24]. Another

example is that the epoxide group of epoxomicin, a well-

known inhibitor of proteasome, binds to the b5 active site

by through covalent bonds and residues from the b6 sub-

unit form a part of the binding cavity and interact with the

other end (N-terminus) of epoxomicin [25].

In the present study, we aimed to investigate the struc-

ture–activity correlation for all of the 16 capped peptides in

the above-mentioned series as they are non-covalent inhib-

itors of LMP7 catalytic subunit. For this purpose, homology

modeling and molecular docking were employed to obtain

the binding mode for each inhibitor. Molecular docking was

followed by molecular dynamics (MD) simulations and

binding free energy calculations to refine the binding struc-

tures and to understand the structure–activity correlation of

the LMP7 inhibitors. The insights obtained in this study are

expected to be valuable for future rational design of novel,

more potent LMP7 inhibitors.

2 Methods

2.1 Dataset

The inhibitors examined in the present study include a

capped tri-peptide and 15 capped di-peptides [22]. The

Fig. 1 Surface representation

of the crystal structure of the

mammalian 20S proteasome

(PDB code 1IRU) from top
a and side b views of the

particle. The figure was

prepared using PyMOL
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structures of the 16 inhibitors and their IC50 values (that

range from 1.3 lM to 1.1 nM) are summarized in Table 1.

For convenience of comparison with computational data,

the experimental IC50 value against LMP7 was converted

to the corresponding experimental binding free energy

(DGExp
bind).

2.2 Homology modeling

To study the binding interactions between the inhibitors

and LMP7 subunit, we first need to build the 3D structure

of the LMP7 subunit by homology modeling. SWISS-

MODEL server [26] was used to generate the homology

model of the LMP7 subunit based on a suitable template

and LMP7 sequence. The FASTA sequence ID for LMP7

is P28062 (residues 73–276). The template for modeling

LMP7 subunit was identified through a BLAST search

[27]. Once the template and query sequence are given, the

SWISS-MODEL server generates the homology model for

the query sequence automatically. The final model quality

was evaluated using the Ramachandran plot (from PRO-

CHECK) [28, 29] in SWISS-MODEL workspace [26].

2.3 Molecular docking

After the LMP7 homology model was built, molecular

docking was carried out by using GOLD program [30, 31].

All of the 16 inhibitors were constructed in SYBYL 6.9

molecular modeling package [32]. Energy minimizations

were performed using the Tripos force field with a dis-

tance-dependent dielectric and Powell method with a

convergence criterion of 0.1 kcal/mol [33]. Partial atomic

charges were calculated using Gasteiger-Hückel method.

The active site of the LMP7 catalytic subunit is located at

the interface of LMP7 and b6 subunits. Thus, both of the

two subunits were used in the subsequent docking and MD

simulations. To facilitate the docking binding-site defini-

tion, the complex b5b6 binding with UK101 in our pre-

vious work [32] was aligned to b5ib6 and ligand UK101

was transferred into the active site of b5ib6. Before

docking, the protein was prepared by adding hydrogen

atoms, assigning protonation states, and carrying out

energy minimization with a small number of steps to relax

amino-acid residue side chains and UK101 to relative

appropriate positions. The protonation state of histidine

residues was assigned according to the structure of residues

surrounding the histidine side chain, i.e., at e-position for

His117, His165, and His178 in LMP7 and His36 and His 8

in b6, and d-position for His10 and His197 in LMP7 and

His77 and His163 in b6.

The binding site was defined as all atoms of the protein

within 10 Å of the ligand UK101 in LMP7. Subsequently,

the docking was performed with GOLD software using the

genetic algorithm (GA) search strategy. The GA parame-

ters included 200,000 genetic operations on an initial

population of 100 divided into five subpopulations. The

number of generated poses was set to 50 for each com-

pound and early termination was turned off. Atom types for

ligands and the protein were set automatically by the

GOLD. GoldScore was selected as the scoring function.

For each ligand, the protein–ligand structure with the best-

scoring pose was selected as the initial structure for the

energy minimization and then MD simulation on the sol-

vated system as described below.

2.4 Molecular dynamics simulation

The general procedure for carrying out the MD simulations

in water is similar to that used in our previously reported

computational studies [32, 34–39]. Briefly, the MD simu-

lations were performed using the Sander module of Amber

(version 9) with Amber ff03 force field [40]. The partial

atomic charges for the ligand atoms were calculated using

the RESP protocol [41] after the electrostatic potential

calculations at the HF/6-31G* level using Gaussian (03

version) [42]. Each protein–ligand binding complex was

neutralized by adding suitable counter-ions and was sol-

vated in a truncated octahedron box of TIP3P water mol-

ecules [43] with a minimum solute-wall distance of 10 Å.

The solvated systems were carefully equilibrated and fully

energy-minimized. These systems were gradually heated

from T = 10 K to T = 298.15 K in 60 ps before a pro-

duction MD simulation run for 1 ns, making sure that we

obtained a stable MD trajectory for each of the simulated

systems. The time step used for the MD simulations was

2 fs. Periodic boundary conditions in the NPT ensemble at

T = 298.15 K with Berendsen temperature coupling [44]

and P = 1 atm with isotropic molecule-based scaling [41]

were applied. The SHAKE algorithm [45] was used to fix

all covalent bonds containing hydrogen atoms. The non-

bonded pair list was updated every 10 steps. The particle

mesh Ewald (PME) method [46] was used to treat long-

range electrostatic interactions. A residue-based cutoff of

12 Å was utilized for the non-covalent interactions.

For each complex, the whole system was first fully

energy-minimized before heating and, after that, the

backbone C, Ca, and N atoms of the protein were con-

strained in order to avoid possible artifacts of the MD

simulations on the model systems. The time-dependence of

the geometric parameters was carefully examined to make

sure that we obtained a stable MD trajectory for each

simulated protein–ligand binding system. The atomic

coordinates of the simulated system were collected every

1 ps during the simulation. One-hundred snapshots of the

simulated structure within the stable MD trajectory (with
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Table 1 Molecular structures

and inhibitory activity of the 16

non-covalent inhibitors

examined

No. R1 R2 R3 R4 R5 IC50 (nM)

1 

H Ph Ph 8.9

2 
H Ph Ph OPh

230

3 

H

N
H

MeO

MeO

OPh
37

4 
H Ph

OH

OPh
41

5 

H Ph

OH O

27

6 

H Ph

OH

O

MeO 10

7 
CH3 Ph

OH

OPh 1300

8 

Cl

H Ph

OH

OPh 4.1

9 
H Ph

N
H

O OPh 6.7

10
H Ph

N
H

O

F

3.2

11
F

F H CH3

N
H

O

N
H

O 1.1

12

Cl

H H

N
H

O Ph 3.5

13

Cl

H

N N
H

O Ph 3.4

14
H Ph

N
H

O Ph 200

15
H Ph

N
H

O Ph 44

16
Cl

H N

N
H

O

N
H

O 1.1

Ph

N
H

O
N

N
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equal time-intervals between the neighboring snapshots)

were selected to perform the MM-PBSA calculations (see

below).

2.5 Binding free energy calculation and energy

decomposition

The binding free energies were calculated by using the

molecular mechanics-Poisson-Boltzmann surface area

(MM-PBSA) method [47]. In the MM-PBSA method, the

free energy of the protein-inhibitor binding, DGbind, is

obtained from the difference between the free energies of

the protein–ligand complex (Gcpx) and the unbound

receptor/protein (Grec) and ligand (Glig) as following:

DGbind ¼ Gcpx � Grec � Glig: ð1Þ

The binding free energy (DGbind) was evaluated as a

sum of the changes in the molecular mechanical (MM) gas-

phase binding energy (DEMM), solvation free energy

(DGsolv), and entropic contribution (-TDS):

DGbind ¼ DEbind � TDS ð2Þ
DEbind ¼ DEMM þ DGsolv ð3Þ
DEMM ¼ DEele þ DEvdW ð4Þ
DGsolv ¼ DGPB þ DGnp ð5Þ

DGnp ¼ c � DSASA þ b: ð6Þ

The MM binding energies were calculated with the

Sander module of the Amber9. Electrostatic solvation free

energy was calculated by the PBSA module of the Amber9.

The dielectric constant used in PB calculations was 1 for

the solute and 80 for the surrounding solvent. The MSMS

program [48] was used to calculate the solvent accessible

surface area (DSASA) for the estimation of the non-polar

solvation free energy (DGnp) using Eq. (6) with

c = 0.00542 kcal/(mol Å2) and b = 0.92 kcal/mol. The

entropy contribution to the binding free energy (-TDS)

was obtained by using a local program developed in our

own laboratory. In this method, the entropy contribution is

attributed to two contributions: solvation free entropy and

conformational free entropy. The detail of the method has

been described previously [49]. The final binding free

energy calculated for each protein–ligand binding mode

was taken as the average of the DGbind values calculated for

the 100 snapshots.

The binding energy decomposition was calculated by

using the molecular mechanics-Generalized Born surface

area (MM-GBSA) method implemented in Amber9 [47].

Linear combinations of pairwise overlaps (LCPO)

method was used to calculate the solvent accessible surface

area (DSASA) and evaluate the DGnp value with

c = 0.0072 kcal/(mol Å-2) and b = 0.00 kcal/mol [50].

In addition, five representative compounds (5, 7, 8, 14, and

16) were selected for the binding energy decomposition

calculations according to the structural differences and the

range of the ligand activity.

3 Results and discussion

Through the BLAST search, it was determined that the

constitutive proteasome b5 subunit is the most suitable

template for modeling LMP7 with a sequence identity of

70 %. Then, SWISS-MODEL server was used to generate

the homology model of the immunoproteasome LMP7 sub-

unit [26]. The Ramachandran plot for the LMP7 model

(Figure S1 in Supplementary Data) indicates that 87.2 % of

residues are in the most favored regions and 12.2 % of res-

idues are in additional allowed regions, and 0.6 % of residues

are in generously allowed regions. There are no residues in

disallowed regions in the model, which indicates that the

homology model is adequate.

The binding structures of the 16 non-covalent inhibitors

have been studied by performing molecular docking. The

docking results revealed that all of these inhibitors bind

with LMP7 catalytic subunit in a similar mode; the

superposition of the docked binding structures for the 16

inhibitors is shown in Fig. 2. Provided in Supplementary

Material (Table S3) are the obtained docking score

(GoldScore) values for all inhibitors. The subsequent MD

simulations indicate that the docked binding structures

were dynamically stable. The MD-simulated binding

structures along with the stable MD trajectories are shown

in Fig. 3 for the most active inhibitor 16, Fig. 4 for the

least active inhibitor 7, and Fig. 5 for a moderate inhibitor

14. The RMSDs for the atomic positions of the protein-

inhibitor complexes from the MD trajectories obtained for

other compounds are provided in Supplementary Material

(Figure S2). In addition, the plots (see Figure S3 of Sup-

plementary Material) of the positional RMSDs of the

inhibitor atoms in the MD-simulated protein-inhibitor

structures from those in the docked structures versus the

simulation time also suggest that the MD-simulated

inhibitor conformations were dynamically stable and close

to those in the docked structures. Below, we will first

discuss the binding structures for several representative

inhibitors. Then, we will discuss the calculated binding free

energies and insights for future rational design of more

potent inhibitors.

3.1 Binding of compound 16 with LMP7

The calculated binding free energy based on the MD-

simulated binding structure of the most active compound

16 in the active site of LMP7 is the highest one and

Theor Chem Acc (2012) 131:1203 Page 5 of 11
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consistent with the experimental data. The binding inter-

actions are shown in Fig. 3a and b; the fluctuations of the

RMSD and key hydrogen-bond distances versus the sim-

ulation time are shown in Fig. 3c. As seen in the Figures,

the peptide backbone of compound 16 is stabilized on the

interface between LMP7 and b6 by five key hydrogen

bonds (associated with D1-D5 in Fig. 3): (1) the carbonyl

O in the P3 segment of compound 16 and the amino H of

Ala49 backbone; (2) the amino H in the P2 segment of

compound 16 and the carbonyl O of Ser21 backbone; (3)

the carbonyl O in the P2 segment of compound 16 and the

backbone amino H of Ser21; (4) the amino H in the P1

segment of compound 16 and the carbonyl O of Gly47

backbone; (5) the amino H in the P3 segment of compound

16 and the carboxyl O of Asp125 side chain (from b6

subunit). The distances associated with the five hydrogen

bonds are all stabilized at 1.9–2.0 Å, showing favorable

hydrogen-bond interactions, especially the one with

Asp125 because it has a negative charge. The five hydro-

gen bonds allow the compound located at the cleft of the

active site by stabilizing the backbone of peptide inhibitors.

The side chains of the inhibitor fit in the pockets around the

cleft to make the interactions more potent and stable.

In addition to the five key hydrogen bonds, the side

chains of each segment in compound 16 have other inter-

actions in the active site to stabilize the hydrogen bonds

and strengthen the interactions. The surface representation

of the interactions between compound 16 and the active

site with the S1 and S3 pockets highlighted is shown in

Fig. 3b. The side chain in the P1 segment of 16 is located

in the S1 pocket, which is composed of Val31, Lys33,

Met45, and Ala49. The 2-Cl-benzyl substituent for R1 fits

well in the binding pocket. The side chain in the P3 seg-

ment fits into S3 pocket formed by Ser27 (from LMP7),

Ser123, Phe124, Ser129, Gln131, and Lys136 (from b6

subunit). The tert-butyl fits in the pocket perfectly for steric

interactions. Two hydrogen bonds associated with D6 and

D7 in Fig. 3 formed between the amino H and the carbonyl

O in the P3 segment side chain of compound 16 and

between the hydroxyl O of Ser129 (from b6 subunit) and

the hydroxyl H of Ser27, respectively. The interactions

between the substituent group at R5 and the b6 subunit

include two parts: one is a strong van der Waals (vdW)

interaction with Pro126 (Fig. 6); the other is a hydrogen

bond with Tyr107 (Fig. 3a). The hydrogen bond and the

vdW interaction with Pro126 help to stabilize the R5

Fig. 2 Superposition of the docked binding structures for the 16

inhibitors in the active site of LMP7 catalytic subunit
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substituent on the protein surface and, thus, decrease the

overall free energy.

3.2 Binding of compound 7 with LMP7

Compound 7 is a relatively less active inhibitor among

these 16 molecules, with IC50 = 1.3 lM. Based on the MD

simulation, the low affinity of the ligand is mainly due to

the substituent CH3 on the amide H in the P1 segment,

which causes the loss of the hydrogen bond with Gly47

(see Fig. 4). Due to the loss of this favorable interaction,

another key hydrogen bond in the P3 segment with Ala49

is also broken. Compared to the most active compound

(16), two of the five key hydrogen bonds are missing in the

binding with compound 7, which makes it go slightly

outside the active-site cleft and the interactions with S1

pocket (mainly Lys33 and Met45) decreased (see the

decomposition energies in Fig. 7). In addition, the side

chain in the P3 segment is small and does not fit the S3

pocket well. Moreover, an additional hydrogen bond

between the R4 substituent of the P3 segment and Asp125

(D6 in Fig. 4) does not increase the activity. During the

MD simulation, compound 7 slightly moved out of the cleft

and the binding mode became slightly different compared

to other compounds.

3.3 Binding of compound 14 with LMP7

Compounds 12–14 have similar chemical structures, but 14

shows a lower activity compared to compounds 12 and 13.

Figure 5 shows the binding of compound 14 with LMP7

and it can be seen that all of the five key hydrogen bonds

are stable except the one close to the R1 substituent. R1

substituent in 14 is smaller than that in 12 and 13. The

surface representation of compound 14 in the active site

(Fig. 5b) indicates that the isopropyl substituent for R1

cannot fit well into the S1 pocket compared to that of 16

(Fig. 3b). The instability of the hydrogen bond with Gly47

can be seen in Fig. 5c. The R5 group for compound 14 has

no significant interaction with the protein.

3.4 Main factors affecting the protein-inhibitor binding

As seen in the above illustrations, the five key hydrogen

bonds play a central role in the binding of these capped

peptide inhibitors. Once one or more of them is/are broken,

the inhibitor will be unstable in the cleft. Specially, for the

hydrogen bonding with Asp125, multiple (weaker) hydro-

gen bonds with Asp125 are not necessarily more favorable

Fig. 4 a Binding mode of the MD-simulated structure of compound

7 in the active site of LMP7. The intermolecular hydrogen bonds are

highlighted in dashed blue line. b Plots of MD-simulated internuclear

distances and RMSD versus simulation time for compound 7 with

LMP7. D1 refers to the distance between the carbonyl O in the P3

segment of compound 7 and the amino H of Ala49 backbone; D2

refers to the distance between the amino H in the P2 segment of

compound 7 and the carbonyl O of Ser21 backbone; D3 refers to the

distance between the carbonyl O in the P2 segment of compound 7
and the backbone amino H of Ser21; D4 and D5 refer to the distances

between the carboxyl O of Asp125 (from b6 subunit) and the amino H

and hydroxyl H in the P3 segment of compound 7, respectively

Fig. 3 a Binding mode of the MD-simulated structure of compound

16 in the active site of LMP7. The intermolecular hydrogen bonds are

highlighted in dashed blue line. b Surface representation of S1 and S3

pockets in the active site with compound 16. c Plots of MD-simulated

internuclear distances and RMSD versus simulation time for

compound 16 with LMP7. D1 refers to the distance between the

carbonyl O in the P3 segment of compound 16 and the amino H of

Ala49 backbone; D2 refers to the distance between the amino H in the

P2 segment of compound 16 and the carbonyl O of Ser21 backbone;

D3 refers to the distance between the carbonyl O in the P2 segment of

compound 16 and the backbone amino H of Ser21; D4 refers to the

distances between the amino H in the P1 segment of compound 16
and the carbonyl O of Gly47 backbone; D5 refers to the distance

between the amino H in the P3 segment of compound 16 and the

carboxyl O of Asp125 side chain (from b6 subunit); D6 and D7 refer

to the distances between the amino H and the carbonyl O in the P3

segment side chain of compound 16 and between the hydroxyl O of

Ser129 (from b6 subunit) and the hydroxyl H of Ser27, respectively;

D8 refers to the hydrogen-bond distance between Y107 (from b6

subunit) and R5 group

b
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than a single (stronger) hydrogen bond for a couple of

reasons. First of all, the overall strength of the multiple

hydrogen bonds with a substituent is not necessarily

stronger than that of the single one. In addition, with the

substituent change, one should also account for the possible

change in the vdW interaction and solvation free energy

associated with the change in the hydrogen bonding. As

shown in Fig. 7, the decomposition energy of Asp125 for

compounds 14 and 16 are lower than compounds 5 and 8,

which means that the interactions of Asp125 with com-

pounds 14 and 16 are stronger. For compounds 5 and 8, an

additional hydrogen bond slightly strengthens the electro-

static interaction, but decreases the vdW interaction and

increases the solvation free energy (see Table S3) and,

thus, the overall contribution of Asp125 to binding free

energy decreases (Fig. 7). Besides, the side chains in P1,

P3, and P5 segments contribute to the binding affinity

significantly, according to the binding energy

decomposition.

For R4 substituent in P3 segment, hydrogen bonds with

Ser129 (from b6 subunit) can be beneficial (compound 16

in Fig. 7). The substituent should fit into the S3 pocket

well. The main contributions from Ser123 and Gln131 are

shown in Fig. 7, indicating that compounds 14 and 16 with

a tert-butyl group have more favorable contributions from

these residues to the binding energies. The tert-butyl group

fits in the pocket perfectly from the steric aspect, but most

of the residues forming S3 pocket are polar and not

hydrophobic. For example, the electrostatic interaction of

tert-butyl group with Lys136 is unfavorable according to

the results of the energy decomposition (see data in Fig. 7

and Table S3 in Supplementary Data).

As for R5 substituent in P4 segment, the substituent

interacts with the residues on the surface of b6 subunit. The

R5 substituent of compound 16 is the best one out of these

16 inhibitors, which has a combination of a perfect inter-

action with Pro126 and a hydrogen-bond interaction with

Tyr107.

Finally, solvation free energy cannot be ignored in

accounting for the relative binding free energies. For

example, compound 2 has favorable electrostatic and vdW

interactions with the target, but it also has a lower activity

because it has the highest solvation free energy change

within all of the 16 inhibitors (Table 2). The highest sol-

vation free energy is due to the hydrophobic properties of

all the four side chains.

Fig. 5 a Binding mode of the MD-simulated structure of compound

14 in the active site of LMP7. The intermolecular hydrogen bonds are

highlighted in dashed blue line. b Surface representation of S1 and S3

pockets in the active site with compound 14. c Plots of MD-simulated

internuclear distances and RMSD versus simulation time for

compound 14 with LMP7. D1 refers to the distance between the

carbonyl O in the P3 segment of compound 14 and the amino H of

Ala49 backbone; D2 refers to the distance between the amino H in the

P2 segment of compound 14 and the carbonyl O of Ser21 backbone;

D3 refers to the distance between the carbonyl O in the P2 segment of

compound 14 and the backbone amino H of Ser21; D4 refers to the

distances between the amino H in the P1 segment of compound 14
and the carbonyl O of Gly47 backbone; D5 refers to the distance

between the amino H in the P3 segment of compound 14 and the

carboxyl O of Asp125 side chain (from b6 subunit); D6 and D7 refer

to the distances between the amino H/carbonyl C in the P3 segment

side chain of compound 14 and hydroxyl O of Ser129 (from b6

subunit)/hydroxyl H of Ser27, respectively

b
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3.5 Binding free energies

The binding free energies calculated for the 16 compounds

binding with LMP7 catalytic subunit are summarized in

Table 2 in comparison with the corresponding binding free

energies derived from the experimental data. As seen in

Table 2, the DGCal
bind values are all qualitatively consistent

with the corresponding DGExp
bind values in terms of relative

binding free energies for different inhibitors. The correla-

tion between the DG
Exp
bind and DGCal

bind values is excellent,

with the squared correlation coefficient (R2) being 0.973.

As seen in Table 2, for the directly calculated binding free

energies, the MM-PBSA calculations systematically over-

estimated the binding affinity for all ligands. Nevertheless,

reasonable energetic results can be obtained from the use of

a linear correlation relationship:

DGCal
bind correctedð Þ ¼ 0:2214� DGCal

bind � 5:6638 kcal/molð Þ
ð7Þ

The corrected DGCal
bind values are also listed in Table 2 (in

parentheses) and Fig. 8 shows the correlation between

DGExp
bind and the corrected DGCal

bind.

In addition, we wanted to know where any component

(i.e., the electrostatic energy, vdW energy, or solvation free

energy) of the calculated binding free energy dominates the

correlation between the DGExp
bind and DGCal

bind values. So, we

also tried to explore the possible correlation of the exper-

imental affinity with each component of the calculated

binding free energy, but we did not find a satisfactory

correlation relationship with any component. The linear

correlation between the DGCal
bind (based on the MM-PBSA

calculation) and GoldScore (based on the docking) values

is also not good (R2 = 0.157, as shown in Figure S4 of

Supplementary Material).

3.6 Insights for future design of more potent inhibitors

The computational results discussed above have demon-

strated some interesting insights into the factors affecting the

activity of LMP7 inhibitors, such as the five key protein–

ligand hydrogen bonds involving the backbone of the cap-

ped peptide inhibitors, a suitable R1 group with a moderate

size, the hydrogen bond with Ser129, the vdW and electro-

static interactions with pocket S3 considering Lys136 (from

b6 subunit), and the solvation effects of the side chain in

inhibitors. It is essential for rational design of new, more

potent inhibitors of LMP7 catalytic subunit to carefully

account for all of the favorable intermolecular interactions.

For example, a potent inhibitor should at least maintain the

essential five hydrogen bonds with the backbone of protein

in the active-site cleft and have suitable R1 and R4 groups in

pockets S1 and S3, respectively, considering both the steric

and electrostatic interactions. In addition, the solvation

effects should be taken into account while maintaining the

favorable interactions during the rational design of a virtual

molecular library. Once a virtual molecular library of vari-

ous possible compounds has been built, one may perform

molecular docking, MD simulations, and MM/PBSA bind-

ing free energy calculations on all compounds in the library,

along with the empirical corrections using Eq. (7), to

quantitatively estimate/predict their binding free energies.

Based on the estimated/predicted binding free energies, the

Fig. 6 The interactions of R5 substituent in compound 16 with P126

and Y107 (from b6 subunit)

Fig. 7 Decomposition energy

contributions from key residues

in the active site (K33, M45,

and G47 from LMP7; Y107,

S123, D125, P126, S129, Q131,

and K136 from b6) for

compounds 5, 7, 8, 14, and 16.

The detailed values of DEele,

DEvdw, DEMM, DGsolv, and

DEbind can be seen in

Supplementary Data (Table S3)
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compounds corresponding to the higher binding affinity with

the LMP7 subunit will be recommended for chemical syn-

thesis and bioassays.

4 Conclusion

The combined homology modeling, molecular docking,

molecular dynamics (MD) simulations, binding free energy

calculations, and binding energy decompositions have

revealed some detailed structural features of non-covalent

inhibitors binding with LMP7 catalytic subunit of immu-

noproteasome and interesting insights into the factors

affecting the activity of these non-covalent inhibitors.

Based on the MD-simulated protein–ligand binding struc-

tures, the calculated binding free energies are in good

agreement with the experimental data for all of the non-

covalent inhibitors examined, suggesting that the compu-

tational protocol and the obtained structural insights are

reasonable. The obtained computational insights into the

favorable protein–ligand binding and the binding free

energy calculation protocol tested in this study provide a

solid base for rational design of new, more potent non-

covalent inhibitors of LMP7.
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